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Abstract
Current interatomic potentials for compound semiconductors, such as
GaAs, fail to correctly predict the ab initio calculated and experimentally
observed surface reconstructions. These potentials do not address the electron
occupancies of dangling bonds associated with surface atoms and their well
established role in the formation of low-energy surfaces. The electron counting
rule helps account for the electron distribution among covalent and dangling
bonds, which, when applied to GaAs surfaces, requires the arsenic dangling
bonds to be fully occupied and the gallium dangling bonds to be empty. A
simple method for linking this electron counting constraint with interatomic
potentials is proposed and used to investigate energetics of the atomic scale
structures of the GaAs(001) surface using molecular statics methods.

1. Introduction

In the modelling of the vapour phase epitaxial growth of semiconducting materials, it is
important to correctly predict surface structure and energy. This requires computationally
efficient models that accurately predict relevant energies and structures. Ab initio methods can
provide the needed level of energy precision [1, 2], but the calculations are too slow for directly
studying thin film growth. Numerically efficient Monte Carlo methods using precomputed
energy barriers and atomic transition paths are able to simulate the assembly of a large number
of atoms but ignore the important effects of interatomic forces and local stresses upon the
assembly process [3, 4]. The use of classical interatomic potentials in molecular dynamics
simulations provides a practical compromise between efficiency and accuracy, provided high-
fidelity potential energy functions are available [5].
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An evaluation of many of the available GaAs potentials has recently been conducted [6].
The Albe et al [7] parametrization of Tersoff’s potential (TR-ANNK) [8, 9] and two
parametrizations of the Stillinger–Weber [10] potential format by Wang and Stroud (SW-
WS) [11] and by Angelo and Mills [12] and Grein et al (SW-AMG+) [13] were found to be
best suited for molecular dynamics simulations of GaAs surfaces. However, all three potentials
were shown to be unable to predict any of the complex surface reconstruction structures that
have been observed for the GaAs(001) surface [14–17]. In fact, no potential reported to date
has been shown to correctly predict the experimentally observed and density functional theory
(DFT) calculated (001) surface reconstructions of GaAs.

The free surface of bulk-terminated polar semiconductors, such as GaAs, is driven to
relax and reconstruct its surface geometry in order to reduce the number of electrons in high-
energy sp3 dangling bond hybrid orbitals. For GaAs(001), this results in surface dimerization
of arsenic and gallium atom pairs and electron transfer from high- to low-energy dangling
bonds [18]. The electron counting (EC) rule [19, 20], has provided a simple means for the
identification of surface structures that minimize the occupancy of high-energy dangling bonds.

Here a method for linking the notion of electron counting with classical potentials is
developed, and its utility for predicting the surface reconstructions of GaAs(001) is explored
for three potential parametrizations. Minimum energy GaAs(001) surface geometries are
calculated for several reconstructions over a wide range of surface compositions using
molecular statics methods. The addition of an EC rule motivated energy term to the potentials is
shown to improve the ability of the modified potentials to predict GaAs(001) surface structures.

2. (001) surfaces

2.1. Surface reconstructions

Approximately 100 surface structures have been proposed for the GaAs(001) surface and
about a dozen surface reconstructions have been experimentally observed [21]. Each of the
observed structures has been shown to be dependent upon the vapour and surface composition
and surface temperature. Several of the GaAs(001) surfaces most germane to subsequent
discussions are shown in figure 1. Not all of the (001) surface reconstructions shown have
been experimentally validated; the selections were used to highlight the wide range of possible
surface configurations that a GaAs(001) surface can assume.

The bulk-terminated (1 × 1) (001) surface, figure 1(a), is the simplest surface structure
to consider. It is created by cleaving the Ga–As bonds of a zinc blende (zb) GaAs crystal to
expose a layer of either arsenic or gallium atoms. The as-cleaved arsenic-terminated surface
is shown in figure 1(a). The gallium-terminated surface is essentially the same as the arsenic
termination but with the atom type swapped. This (1 × 1) surface has been experimentally
reported using in situ reflection high-energy electron diffraction (RHEED) only during low-
temperature (523 K) molecular beam epitaxial growth [22].

The arsenic-rich (1 × 2), figure 1(b), and gallium-rich (2 × 1), figure 1(c), surfaces have
rows of either arsenic or gallium dimers. This dimerization reduces the number of dangling
bonds and has a lower energy than the bulk-terminated structures. While these configurations
have been experimentally observed on Si(001) surfaces [23, 24], there are no reports of their
presence on pure GaAs(001) surfaces [25].

Gallium-rich surfaces appear when the (001) surface of a GaAs crystal is annealed in
ultrahigh vacuum, which facilitates preferential evaporation of surface arsenic atoms [26].
The gallium-rich phase that commonly forms is the ζ(4 × 2); figure 1(d). This surface was
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Figure 1. Suggested and observed GaAs(001) surface reconstructions. Top and side projections
are shown. Unit cells are marked in black. Arsenic-rich surfaces are shown in (a), (b), and (e)–(j).
The gallium-rich surfaces are shown in (c) and (d), and their lattices can be constructed from the
arsenic-rich surfaces by rotating the surface 90◦ anticlockwise around the [001] axis, as shown in
the legend box.

predicted first by DFT calculations [1] and subsequently observed by scanning tunnelling
microscopy (STM) and x-ray diffraction studies [15–17] at temperatures of 800 K and above.
At lower temperatures, a combination of (2 × 6) and (3 × 6) surfaces have been reported [16].

Several (2 × 4) arsenic-rich surface reconstructions, figures 1(e)–(i), have been identified
by either theoretical calculation or experimentally using either STM or RHEED [25, 27–30].
The most reliable work to date identifies the β2(2×4) surface [25], figure 1(f), as the dominant
surface reconstruction between 780 and 820 K [14]. Variations of the β2(2×4) reconstruction
have also been reported at higher and lower temperatures [14]. Between 820 and 870 K, the
surface structure deviates from the ideal β2(2 × 4) structure with increased surface defect
concentration (i.e., atoms are either missing or are displaced from the ideal β2(2 × 4) atomic
configuration), while between 750 and 850 K the surface reconstructions appear to be a
combination of the c(4 × 4) and the β2(2 × 4) surface structures [31, 32]. The remaining
(2 × 4) surface reconstructions shown in figure 1 have at one time or another been suggested
as low-energy structures and are included for later comparisons of DFT calculated surface free
energies [14, 21, 27].

As the temperature is further lowered in the presence of an arsenic-rich atmosphere, (2×4)

surface reconstructions transform into c(4×4) surface reconstructions [33]. The reconstruction
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shown in figure 1(j) has an additional 75% coverage of arsenic dimers; however, this has been
observed to vary from 25 to 100% [14]. This reconstruction appears only to occur under
conditions of high arsenic vapour pressure and at temperatures between 470 and 750 K [31].
The exact structure of the additional surface dimers has recently been explored and two c(4×4)

surface reconstruction types have been found [34]. Here, only the As–As surface is explored,
so as to remain consistent with previous ab initio calculations [1].

2.2. Surface free energy diagrams

The relative stability of various compound semiconductor surface structures can be compared
over a range of conditions via the calculation of equilibrium surface free energy diagrams. The
thermodynamic derivation [35] and justification of the calculation method [36, 37] have been
well established for systems in equilibrium. The surface free energy can be determined from
the total energy, U , calculated via DFT [1] or classical potential based methods for the surface
reconstructions represented in figure 1.

The surface free energies for the potentials discussed in this paper were calculated using
conjugate gradient molecular statics [38], which minimizes the total energy of an ensemble of
atoms. A computational slab of 1500–1700 atoms was created with two identical free surfaces,
each with a surface area A. Over 25 layers of atoms separated these reconstructed surfaces and
the central plane was fixed. Each layer in the computational cell measured roughly 32 Å×32 Å
(64 atoms per layer) and periodic boundary conditions were used to approximate an infinite
slab in the lateral directions.

For the calculation of surface free energy, the atmosphere above the surface is assumed to
serve as a reservoir for atom exchange with the GaAs(001) surface. The number of atoms is
conserved during surface reactions that interchange gallium or arsenic atoms [35]. The gallium
and arsenic atoms in the reservoir have a chemical potential, µGa and µAs. The surface free
energy per unit area, γ , is then calculated as a function of atom configuration and composition
for the computational cell [35]. The specific surface energy as T → 0 K is given by

γ = 1

2 A

[
U tot

slab − NGa µGa − NAs µAs
]
, (1)

where 2 A is the surface area of the double-surfaced computational cell, U tot
slab is the total energy

of the computational slab, Ni is the number of atoms of type i , and µi is the chemical potential
for species i (gallium or arsenic) in the slab. The gallium and arsenic chemical potentials for
the reservoir are related to the Gibbs free energy (or cohesive energy as T → 0 K) per formula
unit (f.u.) of the bulk GaAs crystal:

µGa + µAs = E (bulk)

GaAs = E (bulk)

Ga + E (bulk)

As + �Hf, (2)

where E (bulk)
x is the cohesive energy per f.u. of either the gallium, arsenic, or GaAs systems

and �Hf is the heat of formation for GaAs. The exothermic heat of formation of GaAs (�Hf)
is easily defined as �Hf = E (bulk)

GaAs − E (bulk)

Ga − E (bulk)

As . Hence, the surface free energy per unit
area can be re-expressed as a function of the arsenic chemical potential:

γ = 1

2 A

[
U tot

slab (NGa, NAs) − NGa E (bulk)

GaAs − (NAs − NGa) µAs

]
. (3)

These reservoir chemical potentials cannot be varied indiscriminately. If the arsenic
chemical potential becomes too small, then arsenic would leave the surface of the GaAs film
and pure gallium would form on the surface. Likewise, if the arsenic chemical potential
assumes a large negative value, then crystalline arsenic would begin to form on the surface.
The bounds within which the arsenic chemical potential is controllable are [35, 37]

E (bulk)

As + �Hf < µAs < E (bulk)

As . (4)
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This range can be simplified by subtracting the bulk arsenic free energy from both sides of the
inequality in equation (4):

�Hf < µAs − µ
(bulk)
As < 0, (5)

where E (bulk)

As = µ
(bulk)

As , as T → 0 K. The surface free energy diagram can then be plotted
between zero and the GaAs heat of formation. The arsenic chemical potential range can be
related to arsenic partial pressure (or arsenic concentration) assuming in ideal-gas reservoir
environment [39].

The free energies (cohesive energy as T → 0 K) for stable gallium, arsenic, and GaAs
phases are needed to calculate the surface free energy diagram with the range of compositions
(arsenic chemical potential) defined by boundaries in equation (5). The cohesive energies
for lowest-energy GaAs, gallium, and arsenic phases are needed to define these boundaries
in µAs − µ

(bulk)

As . The lowest-energy binary GaAs phase has a zb structure [40, 41]. The
corresponding terminal phases are αGa and αAs phases for elemental gallium and arsenic
systems [42]. The experimental heat of formation at 298 K for GaAs was reported to be
−0.736 eV/f .u. [43]. The related experimental cohesive enthalpies at 298 K for GaAs,
gallium, and arsenic (�Hcoh) are −6.690, −2.819, and −3.135 eV/f .u., respectively [43].
These values can be used to approximate cohesive energies per f.u. as T → 0 [6].

Ab initio methods have been used to calculate the slab and bulk energies used in equation (3)
to construct a GaAs(001) surface free energy diagram, figure 2(a). In figure 2(a), the solid
lines correspond to surface free energy calculations by Lee et al [1], and the dotted lines were
obtained by Ohno [44] for (1 × 2) and (2 × 1) surface reconstructions. Black lines show
the lowest-energy phases; those that are represented by grey lines represent metastable phases.
Under a high arsenic chemical potential (i.e., in an arsenic-rich atmosphere) the c(4×4) surface
is the most stable. Over a wide intermediate range of µAs − µ

(bulk)

As , the β2(2 × 4) surface
becomes the most stable. At the lowest relative arsenic chemical potential, the gallium-rich
ζ(4×2) surface has the lowest surface energy. It should be noted that there is a narrow arsenic
chemical potential range between the ζ(4×2) and β2(2×4) stable regions where the α(2×4)

is predicted to have the lowest surface energy.
Figure 2(a) indicates that over a wide range of the arsenic chemical potential, the low-

energy arsenic-rich β2(2 × 4) surface reconstruction is dominant. As indicated above, the
β(2 × 4) had previously incorrectly been thought to be the most stable over this chemical
range [21]. More recent DFT calculations indicate that the β(2 × 4) and β2(2 × 4) surface
energies are in fact quite close. They are between 2.2 and 3.1 meV Å−2 of each other [1, 45].
The energy difference was attributed by Northrup and Froyen to electrostatic interactions on
the polar semiconductor surface [46]. Even so, because the energy difference between β(2×4)

and β2(2 × 4) surface reconstructions is small, the β(2 × 4) might still be seen during vapour
deposition experiments [45, 47].

Figure 2(a) shows that the α2(2 × 4) has the lowest energy over a very small range
of compositions and is bounded by the arsenic-rich β2(2 × 4) and the gallium-rich ζ(4 × 2)

reconstructions [1]. The existence of thisα2(2×4)phase has not been validated experimentally,
but a similar reconstruction may well exist locally as atmospheric conditions cause a transition
between stable β2(2 × 4) and ζ(4 × 2) surface reconstructions [32]. Gallium-rich β(4 × 2) or
β2(4 × 2) surfaces were once thought to be stable under gallium-rich conditions [21]. These
gallium-rich (4 × 2) reconstructions are similar to the arsenic-rich (2 × 4) surfaces in figure 1,
except that the arsenic and gallium atom types are swapped and the surface is rotated by 90◦.
However, figure 2(a) indicates that these surfaces are not stable structures. Instead, the ζ(4×2)

phase with a different lattice arrangement appears to be the most stable gallium-rich surface.
The understanding of these surface reconstructions has been greatly aided by DFT calculations.
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Figure 2. Surface free energy diagrams for GaAs(001) surface reconstructions, as predicted
by (a) DFT [1, 44], ((b), (c)) SW, and (d) Tersoff parametrizations. The lowest-energy surface
reconstructions (thick solid lines) are shown assuming surface reconstructions (· · · · · ·) are
destabilized by calculations in section 6. Solid grey lines are metastable surface reconstructions.
Reconstruction labels with a ‘/’ indicate that surface free energy lines are very close or overlap;
e.g., in panel (b) the α2/α label represents α(2 × 4), α2(2 × 4), α(4 × 2), and α2(4 × 2) surface
reconstructions.

Although the current picture may slightly change as surface reconstructions are refined [34],
a drastic change in the predicted GaAs(001) surface reconstructions is not expected.

3. Calculations using conventional potentials

Interatomic potentials provide a useful means for studying atomic structures and dynamic
interactions at nanoscopic scales of length and time. By using them to calculate the total
energy of a structure, potentials can then help identify the equilibrium and metastable phases
of solids and the various reconstructions of their surfaces. Such potentials are developed
by fitting the free parameters of physically inspired potential energy functions to material
properties. Several potentials have been proposed for the GaAs system and were recently
evaluated for their utility in MD simulations with free (001) surfaces [6]. The surface structure
energy predictions obtained with these potentials for each of the reconstructions are shown in
figures 2(b)–(d).

We began with the widely used Stillinger–Weber (SW) potential [10], which was first
parametrized for GaAs by Wang and Stroud (SW-WS) [11]. A later parametrization combined
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Table 1. Predicted GaAs equilibrium properties for four potential energy functions and
experimental data. Heat of formation, �Hf , for GaAs and the cohesive energy, Ec, have units
of eV/f.u.

GaAs Ga As

Potential �Hf Crys. Ec Crys. Ec Crys. Ec

Experimentala −0.74 zb −6.69 αGa −2.82 αAs −3.14
SW-WS −0.47 zb −4.12 dc −1.78 dc −1.87
SW-AMG+ −2.53 zb −5.63 dc −1.43 fcc −1.67
TR-ANNK −0.92 zb −6.71 bcc −2.84 αAs −2.95

a Reference [43].

the work of Angelo and Mills [12] and Grein et al [13] to construct an SW potential for GaAs
(SW-AMG+). A modified multi-element Tersoff potential [9, 48] has also been used to study
surface reconstructions. It was recently parametrized by Albe et al [7] for GaAs to model
both the binary and elemental condensed phase properties. Both the potential formats and
parameters used in this paper can be found in these references.

Before constructing surface free energy diagrams, the cohesive energies of the stable
elemental and binary crystals were calculated for each potential. This was performed
by minimizing the energy of the cubic and non-cubic crystals using the SW and Tersoff
potentials [6]. The conjugate gradient method [38] was used to find the lowest-energy phase
by both scaling the lattice dimensions and adjusting the internal atom positions of supercells
with 100–1000 atoms. The experimental and predicted potential equilibrium structures are
summarized along with cohesive energy and heat of formation data in table 1.

Experimental and potential calculations predict the GaAs zb phase to be the most stable.
However, the equilibrium elemental phases and energies were not predicted with such fidelity;
see a previous evaluation of properties for further detail [6]. SW potentials underestimated
experimental cohesive energies for gallium and arsenic by as much as 45%. The TR-ANNK
parametrization significantly improves on this performance.

A relaxed GaAs crystal was used for the surface calculations. The supercell had two
identical (001) faces separated by 25–27 planes (each containing 64 atoms) to ensure the two
faces did not interact. The energy of the supercell was minimized using the conjugate gradient
method by scaling the volume and moving the internal atom positions. The surface area of the
GaAs computational supercell was A = 512 r2

bulk/3, where rbulk is the interatomic spacing for
the equilibrium GaAs zb lattice (determined for each potential).

The calculated nearest interatomic spacings of the equilibrium bulk structures of GaAs,
gallium, and arsenic, as well as the dimer spacings on the gallium-rich and arsenic-rich
surfaces, are reported in table 2 together with experimental values compiled from literature.
Experimental surface dimer spacings were gathered from gallium-rich ζ(4×2) [15] and arsenic-
rich β2(2 × 4) surfaces [31], while surface dimer spacings for the potentials correspond to
those on the lowest-energy gallium-rich (2×1) and arsenic-rich (1×2) surfaces. Inspection of
table 2 shows that the SW-WS potential predicted a uniform expansion of the bulk and surface
equilibrium interatomic spacings for gallium, arsenic, and GaAs systems. Furthermore, all of
the potentials predicted an expanded As–As dimer on the arsenic-rich (1 × 2) surface.

Relaxed surface free energies for the reconstructions shown in figure 1 were calculated
using equation (3) and the data in table 1. The surface free energy was then plotted versus the
relative arsenic chemical potential with boundaries defined by equation (5). These results are
summarized in figure 2. Examination of the surface free energy diagrams shows that all of
the potentials incorrectly predict the (2 × 1) gallium-rich and the (1 × 2) arsenic-rich surfaces
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Table 2. Nearest-neighbour interatomic spacings (r) for equilibrium bulk phases and lowest-
energy surface dimers. All distances are in Å. The bonding coordination, Z , is also noted for bulk
phases. Surface dimer distances are taken from the uppermost surface dimer of the most stable
surface reconstruction.

Ga–Ga As–As
Ga–As

Potential rbulk (Z) rbulk (Z) rsurf rbulk (Z) rsurf

Expt. 2.443(4)a 2.457(1)b 2.445c 2.517(3)b 2.38d

SW-WS 2.817(4) 2.806(4) 2.898 2.863(4) 2.928
SW-AMG+ 2.447(4) 2.440(4) 2.575 3.433(12) 3.193
TR-ANNK 2.448(4) 2.745(8) 2.699 2.353(3) 3.213

a Extrapolated to 0 K from [41].
b Extrapolated to 0 K from [42].
c Reference [15].
d Reference [31]. Other calculations predict 2.50–2.52 Å [49].

to be the most stable. The predicted lowest-energy (1 × 2) and (2 × 1) surfaces do not have
any of the missing dimers seen experimentally in the β2(2 × 4) structure or the multi-layer
gallium dimerization and arsenic surface segregation seen in the ζ(4 × 2) surfaces, figure 1.

The predicted surface energies of the β(2×4) and β2(2×4) surfaces were identical (shown
as β/β2(2 × 4) in figure 2) for all of the potentials. However, experimental studies [14] and
ab initio calculations [1] always found the β2(2 × 4) surface reconstruction to be more stable
(by a few meV Å−2). The β/β2 energy difference is thought to be a result of electrostatic
interactions [46]. These electrostatic interactions were not directly incorporated in any of
the potentials studied here, which probably makes differentiation between β and β2 surface
reconstruction families impossible. A similar observation can be made for the gallium-rich
α(4 × 2) and α2(4 × 2) surfaces. For SW-WS, the α/α2(2 × 4) and α/α2(4 × 2) were
simply labelled as α/α2 in figure 2(b), because their free energies are very close. Only TR-
ANNK predicts a significant energy difference between the α(4 × 2) and α2(4 × 2) surface
structures.

During the process of finding the minimum energy for each surface supercell, the potential
directs how atoms are moved on the surface. Hence, depending on the potential, the resulting
structure does not always match the initial surface structures shown in figure 1. This is the case
for the TR-ANNK potential’s relaxation of the γ (2 × 4) and c(4 × 4). For these surfaces, the
TR-ANNK parametrization predicts very weak arsenic surface dimer bonding to the arsenic-
rich surface. In fact, arsenic surface dimers resided about twice as far above the surface
(3.2–3.4 Å) compared to those predicted by other potentials. The TR-ANNK parameter set
also fails to relax the ζ(4 × 2) to match the experimental structure. Both SW parametrizations
tend to relax the original surface reconstructions to form surface bonds with tetrahedral bond
angles (109.5◦).

4. Bond and dangling bond energy levels

It is well known that the surface geometries of low-index polar semiconductors are significantly
influenced by the electron occupancy of bonding and dangling bond energy levels. Harrison has
shown that for sp3 hybrid orbitals, bonding and anti-bonding energy levels relevant to the GaAs
surface can be estimated using the bond orbital approximation [50]. Following his approach,
the surface energy levels were estimated using tight binding parameters (hopping integrals
and orbital energies) calculated by the first-principles third-generation linear muffin-tin orbital
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Table 3. First-principles third-generation LMTO tight binding parameters for GaAs zb, gallium
dc, and arsenic dc crystals.

Parameter Symbol GaAs Ga As

Interatomic radius r0 (Å) 2.448 2.459 2.506
σ bond hopping integral ssσ (eV) −1.454 −1.632 −1.020
σ bond hopping integral spσ (eV)a 1.691 1.890 1.605
σ bond hopping integral psσ (eV)b −2.147 −1.890 −1.605
σ bond hopping integral ppσ (eV) 2.371 2.108 2.434
π bond hopping integral ppπ (eV) −1.012 −0.952 −0.884
s orbital energy for cation εGa

s (eV) −5.070 −5.159 —
p orbital energy for cation εGa

p (eV) 1.377 1.429 —

s orbital energy for anion εAs
s (eV) −10.646 — −11.868

p orbital energy for anion εAs
p (eV) −1.366 — −2.434

a For heteropolar bonding, the arsenic s orbital overlaps the gallium px orbital.
b For heteropolar bonding, the arsenic px orbital overlaps the gallium s orbital.

(LMTO) method [51, 52]. These updated parameters are used to expand previous energy
level calculations [53] to include Ga–Ga and As–As bonding energies. These parameters are
calculated at specific interatomic separations for the GaAs zb, gallium diamond cubic (dc),
and arsenic dc crystal structures and are summarized in table 3.

The atomic s and p energy levels of both gallium and arsenic combine to form sp3 hybrids
in tetrahedrally coordinated solids. The four hybrid orbitals of isolated gallium and arsenic
atoms have energies of εGa

h and εAs
h , respectively. Both hybrids contribute to the total energy of

the crystal when electrons occupy these orbitals. Since these energies correspond to those of
the non-bonded state, they also approximate the dangling bond energies of gallium and arsenic
of a free surface.

In a GaAs crystal, the hybrid orbitals overlap to form GaAs bonds with an energy εGaAs
b

and GaAs anti-bonds with an energy εGaAs
a . In a solid, the GaAs bond levels spread to form

a valence band and the GaAs anti-bond levels form a conduction band. Homopolar hybrid
bonds also exist in arsenic and gallium dc crystals or on GaAs surfaces where As–As and
Ga–Ga dimers may form. The arsenic and gallium hybrids combined to form an As–As bond
with energy, εAsAs

b , and a Ga–Ga bond with energy, εGaGa
b . Five energy levels are particularly

relevant to the GaAs(001) surface. They are the unbonded hybrids (εAs
h , εGa

h ), bulk bonds
(εGaAs

b ), and surface dimers (εAsAs
b , εGaGa

b ). Their energy levels are graphically represented in
figure 3.

On the (001) surface, each atom has two dangling hybrid bonds on the unreconstructed
(1 × 1) surface. Figure 3 shows that the surface energy increases when electrons occupy
gallium atom hybrid dangling bonds rather than arsenic hybrid dangling bonds. Harrison
showed that surfaces will reconstruct to maximize the occupancy of the arsenic dangling
bonds on the surface [18]. The surface energy of (001) surfaces is also lowered when
As–As and Ga–Ga dimerization occurs on arsenic-terminated and gallium-terminated planes,
respectively [21].

Both relaxation and reconstruction are driven by the surface energy reductions that
accompany valence electron redistribution from non-bonded high-energy levels into lower-
energy bonding or arsenic dangling bond energy levels; see figure 3. Dimer formation can be
addressed by the bonding terms in potentials. However, none of the current potentials address
the energy penalty associated with occupation of high-energy dangling bonds or the resulting
electron transfer that reduces this energy.
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energies are shown.

5. Electron counting models

The energy level issues identified by Harrison [18] have been summarized in the EC
rule [19, 20]. This rule states that a semiconductor surface is stable only if all anion dan-
gling bonds are fully occupied while all cation dangling bonds are empty. For a GaAs surface,
this means that all surface dimer bonds, bulk covalent bonds, and arsenic (anion) dangling
bonds contain two electrons while all of the gallium (cation) dangling bonds are empty. If the
number of available electrons and the number of electrons needed to populate these covalent
and dangling bonds are equal, then the EC rule can be satisfied. It was shown that surfaces
attempt to reconstruct to achieve this surface energy reducing condition.

An EC energy penalty can be incorporated into a surface free energy calculation using
classical interatomic potentials. Suppose that each atom has Vi valence electrons. If there are
N atoms, the total number of valence electrons

Vtot =
N∑

i=1

Vi . (6)

The electron occupancy in covalent and dangling bonds are parameters in the EC model. The
bond between atoms i and j is required to be occupied by ξi j electrons and atom i must contain
αi electrons per dangling bond for the EC criteria to be met. Therefore, the total number of
electrons required by the model is

VEC = 1
2

N∑

i=1

iZ∑

j=i1

ξi j +
N∑

i=1

αi ni , (7)

where i1, i2, . . . , iZ is a list of the iZ neighbours of atom i and ni is the total number of dangling
bonds associated with atom i . The total number of dangling bonds of atom i is calculated as
ni = ρ − iZ , i.e., the difference between the total number of covalent bonds formed in the bulk
tetrahedral crystal, ρ = 4, minus the number of nearest-neighbour bonds formed around atom
i , iZ . The number of bonds, iZ , around atom i can be counted using

iZ =
N∑

j=1, i �= j

{
1, ri j < r νη

cut

0, ri j � r νη
cut,

(8)

where r νη
cut is the interatomic cut-off distance between atoms i of type ν and j of type η.
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Table 4. EC parameters for each potential energy function. Cut-off distances (Å) and the energy
penalty (meV per electron) parameters are reported.

Potential w (meV/e−) rGaGa
cut (Å) rAsAs

cut (Å) rGaAs
cut (Å)

SW-WS 7.45 3.83 3.95 4.50
SW-AMG+ 13.52 2.90 3.30 3.50
TR-ANNK 7.20 2.85 3.40 3.50

The cut-off distance is important because only covalent bonds are relevant and bonds counted
outside the nearest-neighbour radius would disrupt the population of electrons.

The EC rule criterion asserts that the number of available electrons must equal the number
of electrons used to populate the covalent and dangling bonds. When this difference,

�V = Vtot − VEC, (9)

is greater than zero, there are excess electrons in the system that must fill higher-energy states.
When it is less than zero, low-energy states remain open. In both cases the system energy is
increased. This effect is estimated with a simple quadratic energy penalty, �E , given by

�E = w �V 2, (10)

where w is an energy penalty weight. The quadratic form of equation (10) is used because it
is the lowest-order non-zero term in a Taylor’s series expansion of EC energy. The constant
term of the Taylor expansion is irrelevant because only energy differences are considered (not
absolute EC energies), and the first-order term is zero for a system in equilibrium.

In the GaAs system, the numbers of valence electrons for gallium and arsenic are VGa = 3
and VAs = 5. For a structure that satisfies the EC rule, the Ga dangling covalent bonds must
be empty, while the arsenic dangling bonds and the remaining bonds must be full. This can be
simply implemented as ξi j = 2, αAs = 2, and αGa = 0 in equation (7).

GaAs(001) surface reconstructions that equate Vtot and VEC are called EC rule compliant
(ECRC) surfaces. The ECRC surface reconstructions identified in this paper are: the β(2×4),
β2(2 × 4), α(2 × 4), α2(2 × 4), β(4 × 2), β2(4 × 2), α(4 × 2), α2(4 × 2), γ (2 × 4), c(4 × 4)

75%, and ζ(4 × 2). Surfaces that fail to comply with the EC rule (non-ECRC) include the
arsenic and gallium bulk-terminated (1 × 1) (001) surfaces and the (2 × 1) and (1 × 2) dimer
row surfaces.

6. Potential energy functions with electron counting

The addition of the EC energy to a conventional potential enables energy predictions by
a potential to be modified to destabilize those that do not satisfy the EC criterion. It is
important to recognize that the EC energy penalty alone does not guarantee that a potential + EC
combination will produce surface free energies that reproduce experimental observations.
Inaccuracies in the potential itself can still drive the surface to physically invalid predictions.

An implementation of the EC concept in conjunction with a potential requires
determination of cut-off distances, r νη

cut , to correctly enumerate homopolar and heteropolar
bonds and identification of a realistic energy penalty parameter, w. These parameters are then
inserted in equations (6)–(10) for calculating the EC energy for each surface reconstruction.
The parameters for all of the potentials are summarized in table 4.

The procedure for determining the cut-off distances can be demonstrated for
experimentally valid crystal structures, such as the ζ(4 × 2) reconstruction. Recent
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Table 5. EC adjustment to surface energy. Two surface types are shown: EC rule violating surfaces
(non-ECRC) surfaces always receive an EC energy penalty; and EC rule compliant (ECRC) surfaces
generally have no energy penalty but fail for specific surfaces due to potential relaxation. Note that
�V and �γ are defined in equations (9) and (10).

�γ (meV Å−2)

Type Surface �V (e−) SW-WS SW-AMG+ TR-ANNK

Non-ECRC (1 × 1)-As −192 101.3 244.0 129.8
(1 × 1)-Ga 192 101.3 244.0 129.8
(1 × 2)-As −64 11.3 27.1 14.4
(2 × 1)-Ga 64 11.3 27.1 14.4

ECRC α2(2 × 4) (64)a 0.0 27.1 0.0
γ (2 × 4) (64)a 0.0 27.1 0.0
c(4 × 4) 75% (64)a 0.0 27.1 0.0
ζ(4 × 2) (−256)b 0.0 0.0 230.7

a For SW-AMG+, where non-zero �V is caused by relaxation.
b For TR-ANNK, where non-zero �V is caused by relaxation.

experimental studies indicate that the ζ(4 × 2) surface has second-nearest neighbours at 2.74–
2.99 Å [15]. To avoid counting these second-neighbour Ga–Ga bonds, the Ga–Ga cut-off
distance in equation (8) must be less than 2.74 Å. Other surfaces have different maximum
distances; therefore, the cut-off distances for Ga–Ga, As–As, and Ga–As bonds were selected.

A universal choice of cut-off distances is not possible because each potential relaxes a
surface differently. Satisfying EC is especially difficult when As–As or Ga–Ga surface dimers
are expanded to values close to the As–As and Ga–Ga second-nearest-neighbour bond distances
(r2NN = 4 r1NN/

√
6) of the equilibrium GaAs zb structure. This is the case for the As–As bonds

predicted by both the SW-AMG+ and TR-ANNK potentials. For both potentials, the As–As
surface dimer bond lengths are around 3.2 Å on the (1 × 2) surface as compared to the Ga–As
second-nearest-neighbour distance of 3.99 Å. The cut-offs were determined by varying the
cut-off distances to find a value that satisfied �V in equation (9) for the greatest number of
surfaces.

Values of �V were calculated. All ECRC surfaces should obtain �V = 0. While the SW-
WS potentials predict �V = 0 for all of the ECRCs studied, the SW-AMG+ and TR-ANNK
parametrizations give non-zero �V values for some of the ECRC surfaces. The non-zero �V
values predicted by the SW-AMG+ and TR-ANNK potentials are listed in table 5. They are
caused by the surface relaxation induced expansion of surface dimer length. The ζ(4 × 2)

surface predicted by TR-ANNK has a significant �V (and is therefore subject to a significant
EC energy penalty) because both the gallium dimers are expanded by 10% and the correct
ζ(4 × 2) surface structure cannot be maintained by the potential. In addition, the γ (2 × 4),
c(4 × 4), or α2(2 × 4) surfaces predicted by the SW-AMG+ potential have non-zero �V
because, as was previously mentioned, the predicted surface dimers for arsenic are relatively
large compared to the second-nearest-neighbour As–As interatomic spacing in the GaAs zb
bulk phase; see table 2.

The EC energy penalty parameter, w, was determined from ab initio data for the energy
difference between the β2(2 × 4) and the (1 × 2). DFT calculations predicted this energy
difference to lie between 3.1 and 4.7 meV Å−2 (on the arsenic-rich side of the diagram) [44, 54].
Ohno’s [44] value of 4.7 eV Å−2 was used as the energy difference between theβ(2×4) and (1×
2) surface reconstructions. The β(2×4) was chosen over the β2(2×4) because it was predicted
to be a slightly more stable reconstruction by a fraction of an meV for the potentials studied.
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The EC energy adjustment, �γ , between the (1 × 2) and β(2 × 4) surfaces was then
determined so that it increased the original energy difference between the two surfaces for
each potential to that of a 4.7 eV Å−2, as predicted by the ab initio calculations. With these
data, the w parameters can be solved for each potential parametrization using the relation

�γ = w (�V )2 / (2 A) , (11)

where �V is the difference in total number of electrons in equation (9) and 2 A is the total
surface area of the double-surface crystals. The results for the remaining w parameters are
recorded in table 4.

A summary of the changes in surface energy, �γ , imposed by EC on all structures where
Vtot �= VEC is reported in table 5. From these tabulated data, one can clearly see which surfaces
fail to satisfy the EC criterion for each potential. These surfaces were marked in figure 2 with
dashed lines, as noted in its caption. The new total surface energy for these non-ECRC surfaces
can then be obtained by adding �γ to that predicted by the potentials in figure 2.

The energy difference between the gallium-rich β(4×2) and (2×1) surface reconstructions
can also be checked. The energy difference was calculated and compared to the ab initio value,
13.8 meV Å−2 [44] (on the gallium-rich side of the diagram), for each potential. The values
were determined as 3.92, 2.83, and 2.41 meV Å−2 for SW-WS, SW-AMG+, and TR-ANNK,
respectively.

The data in table 5 and the surface free energy diagrams shown in figure 2 clearly show
that non-ECRC surfaces, such as (1 ×2), (2 ×1), (1 ×1)-As, and (1 ×1)-Ga, are destabilized
when electron occupancy is taken into account. By assigning an energy penalty to surfaces
that fail to fill covalent bonds and arsenic dangling bonds, the potentials are now able to better
predict trends in the surface free energy diagram.

The EC model presented in this paper looks at the energetics of a surface with many
atoms. It does not probe mechanisms by which assembly occurs. The local phenomena such
as electron transfer are not handled; thus electrons are only counted globally with no local
information, i.e., this is a global model. It does not address local conditions and cannot be
used to calculate force and stress. A more sophisticated EC potential will be needed to provide
a molecular dynamics simulation tool for studying surface reconstructions. The next step is
to develop a dynamic potential that captures the physics of EC for use in molecular dynamics
simulations. A direct MD simulation of growth of the GaAs(001) surface using published
potentials is currently under development.

7. Conclusions

(1) Conventional potential energy functions, such as Tersoff and Stillinger–Weber, as
parametrized, all incorrectly predict the (1 × 2) arsenic-rich and the (2 × 1) gallium-
rich structures as the lowest-energy surface reconstructions of a GaAs(001) surface.
Missing dimer rows and other complexities seen in the β2(2 × 4) and ζ(4 × 2) surface
reconstructions are not captured by these potentials.

(2) The incorporation of the energy penalty associated with the electron occupancy of dangling
bonds (electron counting rule) improves predictions of various surface reconstruction
energies by destabilizing (1×1) bulk-terminated (001) surfaces and the dimer row ((1×2)

and (2 × 1)) surface reconstructions for each of the potentials.
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